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1 Introduction

Then segmentation problem in computer vision and digital image processing refers
to the search for efficient and accurate methods to decompose an image into its
principal constituent regions in order to obtain a representation which is easier to
analyse and manipulate downstream. Here, a (grayscale) image is represented as
a measurable function g : Ω → [0, 1] giving the light intensity at every point of a
flat display Ω ⊆ R2, which we shall take to be an open rectangle. Segmenting the
image then involves finding disjoint open subregions Rk ⊆ Ω, k = 1, . . . , n , cor-
responding to contiguous surfaces of objects, and separated by a one-dimensional
boundary K = Ω \

⋃n
k=1Rk giving the edges of the image. In their 1989 pa-

per, mathematicians David Mumford and Jayant Shah attempted to tackle this
challenge by variational methods, proposing to obtain the segmentation as the
solution to an optimisation problem involving their newly-introduced eponymous
functional. In this framework, g is approximated by a piecewise smooth model
function u ∈ C1(Ω \K) minimising

E(u,K) :=

ˆ
Ω

(u− g)2 dx+

ˆ
Ω\K
‖∇u‖2 dx+H1(K) , (1)

where H1 denotes the 1-dimensional Hausdorff measure and (u,K) is required to
belong to the set

A :=
{

(u,K) | K ⊆ Ω , u ∈ C1(Ω \K)
}

of admissible pairs. The first term ensures proximity of the model to the origi-
nal image, the second controls the variation of u on each contiguous subregion,
and the final one constrains the length of the discontinuity set. All three are
necessary to make the problem interesting, and yield a solution which behaves
regularly within each subregion and exhibits discontinuities when transitioning
between them. These heuristics are only meaningful, however, if we know that
a minimiser exists in the first place. For while it is always possible to use a nu-
merical approach, discretising the functional and minimising it on a grid, in the
absence of existence results, we cannot know whether solutions thus obtained do
in fact constitute approximations to the original problem, and thus cannot benefit
from theoretical properties of the latter. Our chief endeavour in this paper will
therefore be the exposition of an existence theory for the Mumford-Shah problem,
whose challenging nature has proven to be a powerful impetus for the develop-
ment of a rich subfield of mathematics: the study of so-called free discontinuity
problems, variational problems where the set on which the solution is allowed to
exhibit pathological behaviour is itself an unknown quantity.

Following methods in the calculus of variations, our exposition shall proceed
in two parts. First, we will relax (1) on a larger space with suitable compactness
properties to obtain an existence result for this weaker formulation. We then
proceed to show that the minimiser thus obtained in fact belongs to the original
space of admissible solutions A, which is a regularity result on this weak solution.
Of paramount importance for this approach is the following result, known as the
direct method in the calculus of variations.
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Theorem 1.1. Let J : V → R ∪ {+∞} be a functional defined on a topological
vector space V and bounded from below, i.e. infu∈V J(u) > −∞, and suppose the
following conditions are satisfied:

(i) For every M ∈ R, the sublevel set {J ≤M} is relatively sequentially compact
for the topology on V .

(ii) J is lower semicontinuous with respect to the topology on V .

Then J realises its infimum, i.e. there exists u0 ∈ V such that J(u0) = infu∈V J(u).

Proof. By definition, there exists a sequence (un)n ⊆ V such that J(un)
n→∞−−−→

infu∈V J(u). If we choose any M > infu∈V J(u), then we will eventually have
J(un) ≤ M for n sufficiently large, so that we may suppose (J(un))n to lie in
{J ≤M} from the outset. The relative sequential compactness of this sublevel set
then allows us to extract a subsequence (ukn)n converging to some u ∈ V . Lower
semicontinuity of J now implies

J(u) ≤ lim inf
n→∞

J(ukn) ,

from which we conclude that u realises the desired infimum. QED

2 Existence

2.1 The function space BV(Ω)

In the search for a suitable function space on which to relax the Mumford-Shah
problem, we can draw inspiration from the heuristic description of its internal logic
given in the introduction. As stated earlier, this is determined by the competition
between the strength of the oscillations and the length of the discontinuity set
of a candidate solution. A natural solution space, then, would be one whose
members are essentially characterised by their ability to exhibit both kinds of
behaviour: smooth variation on most of their domain, and jump discontinuities
along a transition set. This leads us to the following definition.

Definition 2.1. For Ω an open subset of Rn, we say that a function u : Ω → R
in L1(Ω) is of bounded variation if its distributional derivative Du belongs to the
space M(Ω;Rn) of vector-valued finite Radon measures, i.e.

ˆ
Ω

u(x)divφ(x) dx = −
ˆ

Ω

〈φ(x), Du〉 = −
n∑
k=1

ˆ
Ω

φk(x) dDku(x)

for every φ in C∞c (Ω;Rn). We denote the space of such functions by BV (Ω).
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Intuitively, BV (Ω) contains functions whose oscillation is allowed to be even
more irregular than functions in the Sobolev space W 1,1(Ω)1; in fact, the latter
forms a subset of BV (Ω). This is expressed in the weaker requirement on the
distributional derivative, as measures can have point masses and other forms of
concentration, allowing for more rapid variation. Indeed, for any function u ∈
L1(Ω), we define the total variation of u as

V (u,Ω) := sup

{ˆ
Ω

u(x)divφ(x) dx | φ ∈ C∞c (Ω;Rn) , ‖φ‖∞ ≤ 1

}
.

We can then equivalently characterise BV (Ω) as the set of functions in L1(Ω) for
which V (u,Ω) < +∞, as we have∣∣∣∣ˆ

Ω

u(x)divφ(x) dx

∣∣∣∣ ≤ V (u,Ω)‖φ‖∞ ,

from which it follows that φ 7→
´

Ω
u(x)divφ(x) dx defines a continuous linear func-

tional on C∞c (Ω;Rn). Because C∞c (Ω;Rn) ⊂ C0(Ω;Rn) is a linear subspace, the
Hahn-Banach theorem allows us to extend this functional to all of C0(Ω;Rn), and
the Riesz representation theorem then implies that it defines a finite Radon mea-
sure. Conversely, if u ∈ BV (Ω), then

|
ˆ

Ω

u(x)divφ(x) dx| ≤
ˆ

Ω

|〈φ,Du〉| dx

≤ ‖φ‖∞|Du|(Ω) <∞ ,

so that V (u,Ω) is finite.
It can be shown that BV (Ω) is a Banach space when equipped with the norm

‖u‖BV (Ω) := ‖u‖L1(Ω) + |Du|(Ω) .

The norm topology is too strong for our applications, however, and so we will not
make use of it in the sequel. For our purposes, the following topology will be prove
to be much more interesting.

Definition 2.2. A sequence (un)n converges weakly-* to u ∈ BV (Ω) (notation:

un
∗
⇀ u) if (un)n converges to u in L1(Ω) and Dun

∗
⇀ Du.

We remark in passing that BV (Ω) can be shown to correspond to the dual of a
certain space such that this definition coincides with the ordinary notion of weak-
* convergence induced by its predual. A more useful characterisation of weak-*
convergence is given by the following result.

1The Sobolev spaces W k,p consist of Lp-functions whose distributional derivatives of order
≤ k are in Lp as well.
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Theorem 2.3. A sequence (uk)k ⊂ BV (Ω) converges weakly-* to u ∈ BV (Ω) if

and only if uk
L1

−→ u and (uk)k is uniformly bounded in BV-norm.

The usefulness of the weak-* topology on BV (Ω) for minimisation problems
stems from the following compactness property, which simultaneously strengthens
our confidence in the suitability of BV (Ω) as a solution space.

Theorem 2.4. If Ω is a bounded open subset of Rn, then any sequence (un)n in
BV (Ω) satisfying

sup
n≥1

{ˆ
A

|un| dx+ |Dun|(A)

}
< +∞ ∀A b Ω open

admits a subsequence (unk)k converging in L1(Ω) to some u in BV (Ω). Moreover,
if the boundary ∂Ω of the domain is smooth and (un)n is bounded in BV (Ω), then

u ∈ BV (Ω) and unk
∗
⇀ u in BV (Ω).

In order to exploit these properties for our existence theory, we will first need
to establish a special representation for BV (Ω). This is the object of the next
section.

2.2 Structure theorem for BV(Ω)

The defining property of BV (Ω) turns out to induce a rich structure on its mem-
bers, which is not only useful for applications, but also helps us gain greater insight
into the space. This can be most easily illustrated in the univariate case, i.e. with
Ω an open subset of R, which we will assume to be an interval (a, b) for simplic-
ity. Here we can find for any element of BV (Ω) a member of its equivalence class
expressing this special structure.

Definition 2.5. For any u ∈ BV (Ω), we call a member ũ of this equivalence class
a good representative if its pointwise variation

sup

{
n−1∑
i=1

|ũ(ti+1)− ũ(ti)|

∣∣∣∣∣ n ≥ 2 , a < t1 < · · · < tn < b

}
is equal to the total variation V (u,Ω).

Intuitively, a good representative translates the oscillation of its equivalence
class, which is allowed to vary arbitrarily on null sets, into a pointwise oscillation.
Such a function could not have removable singularities, and we expect it to be
”mostly continuous” with occasional jumps where Du has a point mass. In general,
a good representative can be decomposed into a càdlàg function whose oscillation
”lives” on discrete points, and a continuous function which is a.e. differentiable.
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Theorem 2.6. Let ũ be a good representative of any u ∈ BV (Ω), and define the
set of atoms of u as

A := {y ∈ Ω | Du({y}) 6= 0} .

Then we have the following properties:

(i) For every x ∈ A, the function ũ has a jump discontinuity at x, i.e. the left
and right limits exist and

lim
y↓x

ũ(y) 6= lim
y↑x

ũ(y) .

(ii) ũ is continuous in Ω \ A.

(iii) ũ is differentiable at λ−a.e. point of Ω, where λ denotes the one-dimensional
Lebesgue measure.

We can use the structure of a good representative, as expressed by its decom-
position, as a guide to analyse the distributional derivative of its equivalence. The
pointwise decomposition of ũ turns out to have a counterpart in Du. To show this,
we will need some results from measure theory.

Theorem 2.7 (Lebesgue-Radon-Nikdoym). Let (X,F) be a measurable space, and
consider a finite measure ν and a σ-finite positive measure µ on this space. Then
there exist µ-a.e. unique measures νac and νs, with νac � µ and νs ⊥ µ, such that
ν = νac + νs. Moreover, there exists a µ-a.e. unique function f ∈ L1(X) such that
νac = fµ. We denote this f by dνac

dµ
and call it the Radon-Nikodym derivative of

νac with respect to µ.

In the special case where (X,F) = (Rn,B(Rn)) and µ and ν are Radon mea-
sures playing nicely with the underlying topology, we can even give an explicit
characterisation of dνac

dµ
as well as the singular part.

Theorem 2.8 (Besicovitch). Let µ and ν be two Radon measures on Rn, then the
limit

f(x) := lim
r↓0

ν(Br(x))

µ(Br(x))

exists for µ-a.e. x ∈ Rn and f ∈ L1
loc(R

n,B(Rn), µ). Moreover, if we set

S :=

{
x ∈ supp(µ) | lim

r↓0

|ν|(Br(x))

µ(Br(x))
= +∞

}
∪ Rn \ supp(µ) ,

then ν = fµ+ νs, where νs = ν S denotes the restriction of ν to S.
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Combining these theorems, we can now give a constructive decomposition of
any σ-finite measure µ on Ω with respect to the Lebesgue measure λ. Writing
µ = µac + µs and denoting the set of atoms of ν by A once again, Besicovitch’s
theorem then implies

A ⊆
{
x ∈ Ω | lim

r↓0

|µ|(Br(x))

r
= +∞

}
=: S ,

so that µs can be further decomposed as the sum of the mutually orthogonal
measures

µj := µ A µc := µ (S \ A) .

The measures µj, µc and µac are called the jump, Cantor and absolutely continuous
parts of µ respectively.

Applying the above to the distributional derivative of any u ∈ BV (Ω), the
following decomposition theorem can be shown to hold.

Theorem 2.9. Every u ∈ BV (Ω) has a representation as a sum uac+uj +uc with
uac ∈ W 1,1(Ω), uj a jump function and uc a Cantor function. The variation of u
has the corresponding decomposition

|Du|(Ω) = |Duac|(Ω) + |Duj|(Ω) + |Duc|(Ω)

=

ˆ
Ω\S
|ũ′| dx+

∑
x∈A

|ũ(x+)− ũ(x−)|+ |Dũc|(Ω) ,

where ũ is any good representative of u.

The natural next step would now be to extend this representation to the two-
dimensional case of interest to us. Unfortunately, it turns out that this cannot be
done in general. For any open set Ω ⊆ R2, we can find functions in BV (Ω) for
which every representative is discontinuous on a set of strictly positive Lebesgue
measure, and thus it follows from 2.6(iii) that they cannot have a ”good represen-
tative” in the sense we’ve seen so far. This kind of strange behaviour turns out
to be a staple of BV (Ω) in higher dimensions: the added flexibility also creates
room for some very pathological constructions. To illustrate this, we must first
introduce a few concepts from geometric measure theory.

Definition 2.10. For Ω ⊆
open

Rn, the perimeter of a measurable set E ⊆ Rn in Ω is

defined as

P (E,Ω) := sup
φ∈C1

c (Ω;Rn)

‖φ‖≤1

ˆ
E

divφ dx .

E is said to be of finite perimeter in Ω if P (E,Ω) < +∞.
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Sets of finite perimeter are intimately linked to BV-functions. This can be
seen from the equality P (E,Ω) = V (IE,Ω) = |DIE|(Ω), which, for sets with
λ(E ∩ Ω), implies that E is of finite perimeter in Ω if and only if IE ∈ BV (Ω).
More generally, the indicator function of a set of finite perimeter E will belong to
the space of functions of locally bounded variation

BVloc(Ω) :=

{
u ∈ L1

loc(Ω) | V (u, U) < +∞ ,∀U b
open

Ω

}
.

Conversely, if IE ∈ BVloc(Ω), then E has finite perimeter in every U b
open

Ω; such

sets are said to have locally finite perimeter. It can be shown that perimeter is
subadditive and lower semicontinuous with respect to so-called local convergence
in measure of sets:

λ(A ∩ (En∆E))
n→∞−−−→ 0 ∀A b Ω =⇒ P (E,Ω) ≤ lim inf

n→∞
P (En,Ω) ,

for any sequence (En)n of measurable sets.
Sets of locally finite perimeter are also called Caccioppoli sets. They include

all sets with a C1 boundary of finite length (in which case P (E,U) = Hn−1(∂E ∩
U) ∀U b Ω), but can also provide examples of the pathological behaviour we
discussed earlier.

Example. Let (qk)k be an enumeration of Qn and consider, for any ε > 0, a se-
quence of radii (rk)k ⊂ (0, ε) such that

∑∞
k=1 nωnr

n−1
k ≤ 1, where ωl denotes the

volume (Lebesgue measure) of the l-dimensional unit ball. If we define An :=⋃n
k=1 Brk(qk), then this sequence converges to the union

⋃∞
k=1 An =: A in measure.

From the formulas for the areas and volumes of hyperspheres, we now obtain

P (A,Rn) ≤ lim inf
n→∞

P (An,Rn) ≤
∞∑
k=1

P (Brk(qk),R
n) ≤ 1

and

λ(A) ≤
∞∑
k=1

ωnr
n
k ≤ ε .

As Qn is dense in Rn, we have cl(A) = Rn, so that Rn \A ⊂ ∂A and λ(∂A) = +∞.
Thus, the indicator function IA, being integrable and of finite variation, belongs
to BV (Ω). However, its set of discontinuity points, the topological boundary ∂A,
has non-vanishing Lebesgue measure. Moreover, if I ′A is a representative of IA
which is the indicator function of a measurable set, then A′ will be equivalent to
A, i.e. λ(A4A′) = 0. It thus follows that A′ is dense in Rn, and its interior will
be contained in that of A, up to Lebesgue null sets. This suggests that IA has no
continuous representative. ♣
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Despite this negative result, it is still possible to recover a structure theorem
under certain conditions. The key is to relax our notions of continuity and dif-
ferentiability by disregarding not only sets of zero measure, but also those of zero
density.

Definition 2.11. A measurable subset E ⊆ Ω is said to have density t ∈ [0, 1] at
a point x ∈ Ω if

lim
r↓0

λ(E ∩Br(x))

λ(Br(x))
= t .

We denote the set of points at which E has density t by Et. The essential boundary
∂∗E of E consists of the points in Ω whose at which the density of E is neither 0
nor 1, i.e. ∂∗E := Ω \ (E0 ∩ E1).

The sets E0 and E1 represent the measure-theoretical analogue of the interior
and exterior of E. Intuitively, ∂∗E further excludes the ”lower-dimensional pieces”
of E from the topological boundary. We can refine this notion further by restricting
attention to the boundary points of at which a measure-theoretical counterpart of
a normal vector field can be defined.

Definition 2.12. For a Caccioppoli set E ⊆ Ω, we define reduced boundary FE
as the set of points x ∈ Ω such that the limit

ν(x) := lim
r↓0

DIE(Br(x))

|DIE|(Br(x))

exists and has unit length. We call ν the generalised inner normal to E.

We can derive a decomposition for higher-dimensional BV-functions similar to
Theorem 2.9, but this will only hold at the level of the distributional derivative and
will use weakened notions of regularity. These new ”approximate” conditions are
obtained through local averaging of the classical ones, and as such are unaffected
by the behaviour of functions on zero-density sets. Excluding these is sufficient to
eliminate pathological examples such as the one we saw earlier.

Definition 2.13. We say that a function u ∈ L1
loc(Ω) has an approximate limit at

x ∈ Ω if there exists a z ∈ R such that

lim
r↓0

 
Br(x)

|u(y)− z| dy = 0 ,

where the notation
ffl
Br(x)

is shorthand for the average 1
λ(Br(x))

´
Br(x)

. In that case

we write z = ũ(x). The set of points where no approximate limit exists for u is
called its approximate discontinuity set, denoted by Su. If the approximate limit
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of u at a given point coincides with its value, i.e. x is a Lebesgue point of u, we say
that u is approximately continuous at this point. Finally, we call u approximately
differentiable at x ∈ Ω \ Su if there exists a vector z ∈ Rn such that

lim
r↓0

 
Br(x)

|u(y)− ũ(x)− z · (y − x)|
r

dy = 0 ,

in which case z is called the approximate differential of u at x, which we write as
∇u(x).

To obtain the higher-dimensional structure theorem for BV (Ω), we now follow
the same logic as in the univariate case, distinguishing different components of a
function based on their oscillation. We begin by defining the counterpart for the
atoms, which describe the discrete jumps of the function.

Definition 2.14. A point x ∈ Ω is called an approximate jump point of u if there
exist a 6= b in R and a unit vector ν ∈ Sn−1 such that

lim
r↓0

 
B+
r (x,ν)

|u(y)− a| dy = 0 lim
r↓0

 
B−r (x,ν)

|u(y)− b| dy = 0 ,

where we integrate over the sets

B+
r (x, ν) := {y ∈ Br(x) | 〈y − x, ν〉 > 0}

B−r (x, ν) := {y ∈ Br(x) | 〈y − x, ν〉 < 0} .

The set of approximate jump points of u is denoted by Ju.

It can be shown that (a, b, ν) as in the above definition can be chosen at every
approximate jump point of a function u ∈ BV (Ω) in such a way as to define a
Borel-measurable mapping Ju → R×R×S1 : x 7→ (u+(x), u−(x), νu(x)) := (a, b, ν),
giving approximate right and left limits of u at x in the direction determined by
ν(x).

For any function u ∈ BV (Ω), it is clearly the case that Ju ⊆ Su. The converse
turns out to almost be true as well: Hn−1-a.e. point of Su is an approximate jump
point. These points therefore represent, in a way, the quintessential singularities
for BV-functions. This important fact is expressed by the following theorem, which
also allows us to obtain a concrete representation of the distributional derivative
Du on the jump set.

Definition 2.15. A set E ⊂ Rn is called countably Hm-rectifiable if there exists
a countable family of Lipschitz-mappings fk : Rm → Rn such that

Hm(E \
⋃
k≥1

fk(Rm)) = 0 .
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Theorem 2.16 (Federer-Vol’pert). For u ∈ BV (Ω), the approximate disconti-
nuity set Su is countably Hn−1-rectifiable and Hn−1(Su \ Ju) = 0. Moreover, the
distributional derivative can be represented on the jump set as

Du Ju = (u+ − u−) νuHn−1 Ju .

We will not endeavour to demonstrate this fact here. The proof necessitates the
introduction of formal machinery from geometric measure theory which cannot be
feasibly covered within the scope of the present exposition. The interested reader
my find both proof and background in [1].

With this characterisation of the jump behaviour of BV-functions in hand, we
next consider to the absolutely continuous component of Du. Here, the approxi-
mate differential will turn out to play the same role as the a.e.-derivative of a good
representative in the 1-dimensional case.

Lemma 2.17. For u ∈ BV (Br(x)) having an approximate limit at x, we have the
inequality ˆ

Br(x)

|u(y)− ũ(x)|
|y − x|

dy ≤
ˆ 1

0

|Du|(Btr(x))

tn
dt .

Proof. Without loss of generality, we can take x = 0. If u is a smooth function,
then for any y ∈ Ω and ρ ∈ (0, 1) we have

u(y)− u(ρy) =

ˆ 1

ρ

∇u(ty) · y dt ,

whence the inequality

|u(y)− u(yρ)|
‖y‖

≤
ˆ 1

ρ

‖∇u(ty)‖ dt .

Integrating both sides and using Fubini’s theorem, we obtain
ˆ
Br

|u(y)− u(yρ)|
‖y‖

dy ≤
ˆ 1

ρ

ˆ
Br

‖∇u(ty)‖ dy dt =

ˆ 1

ρ

|Du|(Btr)

tn
dt .

Choosing a mollifier φ and setting uε := φε ∗ u, it can be shown that the previous
inequality generalizes to any u ∈ BV (Ω). By assumption, 0 /∈ Su, and therefore
we have

lim
ρ↓0
‖u(ρy)− ũ(0)‖L1(Ω) = lim

ρ↓0

ˆ
Br

|u(ρy)− ũ(0)| dy

= lim
ρ↓0

1

ρn

ˆ
Bρr

|u(z)− ũ(0)| dz

= 0 .

10
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It follows from standard measure theory that we can find a sequence (ρk)k ⊂ (0, 1)

such that u(ρky)
k→∞−−−→ ũ(0) almost everywhere. Applying Fatou’s lemma, we

finally obtain
ˆ
Br

|u(y)− ũ(0)|
‖y‖

dy ≤ lim inf
k→∞

ˆ
Br

|u(y)− u(yρk)|
‖y‖

dy

≤ lim inf
k→∞

ˆ 1

ρk

|Du|(Btr)

tn
dt

≤
ˆ 1

0

|Du|(Btr)

tn
dt ,

which was the desired inequality. QED

Theorem 2.18 (Calderon-Zygmund). Any u ∈ BV (Ω) is approximately differen-
tiable λ− a.e. and Duac = ∇uλ.

Proof. By Radon-Nikodym, we can decompose Du with respect to the Lebesgue
measure as the sum Dacu+Dsu. Writing v for the density of Dacu, we can consider
for any x0 ∈ Ω \ (Su ∪ Sv) the function

w(x) := u(x)− ũ(x0)− ṽ(x0) · (x− x0).

Using the linearity of the distributional derivative, we immediately obtain

Dw = Du− ṽ(x0) ·D(x− x0)

= Dsu(x) + v(x)λ− ṽ(x0)λ

= Dsu(x) + (v(x)− ṽ(x0))λ .

Applying the previous lemma then yields the inequality

1

rn

ˆ
Br(x0)

|u(x)− ũ(x0)− ṽ(x0) · (x− x0)|
|x− x0|

dx ≤ sup
t∈(0,1)

|Dw|(Btr(x0))

(tr)n

= sup
t∈(0,1)

1

(tr)n

(ˆ
Btr(x0)

|v(x)− ṽ(x0)| dx+ |Dsu|(Btr(x0))

)
.

By Theorem 2.8, |Dsu|(Br(x0)) = o(rn) for λ-a.e point x0 ∈ Ω. As Su ∪ Sv is a
λ-null set, it follows from passing to the limit r ↓ 0 in the previous inequality that
u is approximately differentiable λ-a.e. and ∇u(x0) = v(x). QED

Using these results, we are finally ready to derive the structure theorem. Using
the Radon-Nikodym theorem once again, we obtain Du as the sum of measures
Dacu and Dsu. We can now define

Duj := Dus Ju Duc := Dus Ω \ Su ,

11
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respectively the jump and Cantor parts of the distributional derivative. It can
be shown that Du vanishes on Su \ Ju, and these measures together therefore
completely exhaust Du. Using Theorem 2.18 to characterise Dacu, we finally
obtain the following decomposition.

Theorem 2.19. For any function u ∈ BV (Ω), the distributional derivative Du
can be decomposed as the sum

Du = Dacu+Dju+Dcu

= ∇uλ+ (u+ − u−)νHn−1 +Duc ,

with Dacu ⊥ Dju ⊥ Dcu.

Finally, we mention a result known, in analogy to its classical counterpart, as
the chain rule in BV, which will prove to be useful later.

Theorem 2.20. If u ∈ BV (Ω) and f : R→ R is a Lipschitz function additionally
satisfying f(0) = 0 if λ(Ω) = +∞. Then v := f ◦ u again belongs to BV (Ω) and

Dv = f ′(u)∇uλ+ (f(u+)− f(u−)) νuHn−1 Ju + f ′(ũ)Dcu .

2.3 The function space SBV(Ω)

In order to show our desired existence result, we will ultimately need to further
restrict ourselves to a subclass of BV (Ω), the so-called special functions of bounded
variation. These are BV-functions u for which the Cantor part Dcu of the distri-
butional derivative vanishes in the decomposition from Theorem 2.19:

Du = ∇uλ+ (u+ − u−)νuHn−1 Ju .

The space of such functions is denoted by SBV (Ω), and this turns out to be the
right ambient space in which to apply the direct method for a class of optimi-
sation problems where both surface and volume energies are involved, of which
the Mumford-Shah functional is a prime example. In order to leverage this, we
must first show that this space possesses the requisite properties to guarantee the
existence of a minimising sequence. This is the object of the present section. We
begin by deriving a characterisation of SBV (Ω) which will prove to be useful in
the sequel.

Lemma 2.21. Let θ : (0,+∞) → (0,+∞) be an increasing function satisfying
θ(t)/t −−→

t→0
+∞ and define

‖ψ‖θ := sup

{
|ψ(s)− ψ(t)|
θ(|t− s|)

| s, t ∈ R, s 6= t

}
,

12
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for any function ψ : R −→ R. Additionally, consider a function γ ∈ W 1,∞(R)
and, rescaling and shifting its argument by r > 0 and a ∈ R respectively, write
ψr(t) := γ( t−a

r
). Then we have

lim
r↓0

r‖ψr‖θ = 0 .

Proof. Writing out the last expression, we obtain

r‖ψr‖θ = r sup
s 6=t

|ψr(s)− ψr(t)|
θ(|t− s|)

= sup
s′ 6=t′

r|γ(s′)− γ(t′)|
θ(r|t′ − s′|)

,

where we used the substitutions t′ := (t− a)/r and s′ := (s− a)/r. If |s′ − t′| ≥ 1,
we can use the boundedness of γ and the monotonicity of θ to obtain an upper
estimate for this expression. The same can be done for |s′ − t′| < 1 by using the
asymptotic property of θ and the boundedness of γ′. Thus we obtain

r‖ψr‖θ ≤ sup
|s′−t′|≥1

2r

θ(r|s′ − t′|)
‖γ‖∞ + sup

|s′−t′|<1

r

θ(r|s′ − t′|)

ˆ s′

t′
|γ′(x)| dx

≤ 2r

θ(r)
‖γ‖∞ + sup

τ∈(0,1)

rτ

θ(rτ)
‖γ′‖∞ ,

which goes to 0 as r ↓ 0. QED

Now, if we know that u ∈ SBV (Ω), then, for any Lipschitz function ψ : R −→
R, we can use the BV-chain rule (Theorem 2.20) to write

D(ψ ◦ u) = Dac(ψ ◦ u) +Dc(ψ ◦ u) +Dj(ψ ◦ u)

= ψ′(u)∇uλ+ (ψ(u+)− ψ(u−))νuHn−1 Ju .

We thus obtain the following bound on the variation of Dψ − ψ′(u)∇u:

|Dψ(u)− ψ′(u)∇uλ| ≤ ‖ψ‖θ θ(|u+ − u−|)Hn−1 Ju .

It turns out that this condition is sufficient as well.

Theorem 2.22 (Characterisation of SBV). Let Ω ⊆ Rn be open and bounded
and consider a function u in BV (Ω). If θ : (0,+∞) → (0,+∞) is an increasing
function such that θ(t)/t −−→

t→0
+∞ and there exist a ∈ L1(Ω,Rn) and µ a finite

positive measure with suppµ ⊆ Ω such that

|Dψ(u)− ψ′(u)aλ| ≤ ‖ψ‖θµ (2)

for every ψ ∈ W 1,∞(R) ∩ C1(R), then u ∈ SBV (Ω), and moreover a = ∇u λ-a.e.

13
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Proof. First we will show that ∇u and a coincide λ-a.e. Let x0 ∈ Ω be a Lebesgue
point of both a and u for which, additionally, u is approximately differentiable and
limr↓0 µ(Br(x0))/rn < +∞. As a and u are in L1(Ω), λ-a.e. point of Ω will be a
Lebesgue point of both. Combining this with Theorem 2.18 and Theorem 2.8, we
can conclude that λ-a.e. point of Ω possesses the aforementioned properties, so
that it suffices to show ∇u(x0) = a(x0).

To do this, we set u0(y) := 〈∇u(x0), y〉, and consider functions γ ∈ C1
c (R)

and φ ∈ C1
c (B1), where B1 denotes the open unit ball in Rn, γ coincides with the

identity on u0(B1) and φ is positive and non-zero. Rescaling the arguments of
both, we additionally define

ψr(t) := γ

(
t− u(x0)

r

)
ξr(x) := φ

(
x− x0

r

)
.

Now consider the pairing between ψr and ∇ξr. Using a change of variables, we
can write this as

ˆ
Ω

ψr(u)∇ξrdx =
1

r

ˆ
Ω

γ

(
u(x)− u(x0)

r

)
∇φ
(
x− x0

r

)
dx

= rn−1

ˆ
B1

γ(ur(y))∇φ(y)dy ,

where we introduced the notation ur(y) := (u(x0 + ry) − u(x0))/r. On the other
hand, we also have

ˆ
Ω

ψr(u)∇ξrdx = −
ˆ

Ω

ξrdDψr(u)

= −
ˆ

Ω

ξrd [Dψr(u)− aψ′r(u)λ]−
ˆ

Ω

ξraψ
′
r(u)dx

We can now use the previous lemma to obtain

lim
r↓0

‖ψr‖θ µ(Br(x0))

rn−1
= lim

r↓0
r‖ψr‖θ

µ(Br(x0))

rn
= 0 ,

from which it follows, using (2), that∣∣∣∣ˆ
Ω

ξrd [Dψr(u)− aψ′r(u)λ]

∣∣∣∣ ≤ ‖φ‖∞‖ψr‖θµ(Br(x0)) = o(rn−1) .

Thus, we arrive at the final estimate
ˆ

Ω

ψr(u)∇ξrdx = o(rn−1)− rn−1

ˆ
B1

φ(y)a(x0 + ry)γ′(ur(y))dy ,

14
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and combining both expressions, we get

ˆ
B1

γ(ur(y))∇φ(y)dy = −
ˆ
B1

φ(y)a(x0 + ry)γ′(ur(y))dy + o(1)

= −
ˆ
B1

φ(y)a(x0)γ′(ur(y))dy + o(1) .

The last equality can be obtained by writing

ˆ
B1

φ(y)a(x0 + ry)γ′(ur(y))dy

=

ˆ
B1

φ(y)a(x0)γ′(ur(y)) dy +

ˆ
B1

φ(y)[a(x0 + ry)− a(x0)]γ′(ur(y)) dy

which, by virtue of x0 being a Lebesgue point of a, combined with the boundedness
of φ and γ′, yields∣∣∣∣ˆ

B1

φ(y)[a(x0 + ry)− a(x0)]γ′(ur(y)) dy

∣∣∣∣
≤ ‖φ‖∞‖γ′‖∞

ˆ
B1

|a(x0 + ry)− a(x0)| dy

= ‖φ‖∞‖γ′‖∞ωn
 
Br(x0)

|a(z)− a(x0)| dz r↓0−−→ 0 .

Noticing that we have convergence of ur to u0 in L1(B1) as r ↓ 0:

ˆ
B1

|ur(y)− u0(y)| dy =

ˆ
B1

|u(x0 + ry)− u(x0)− ru0(y)|
r

dy

= ωn

 
Br(x0)

|u(z)− u(x0)−∇u(x0) · (z − x0)|
r

dz
r↓0−−→ 0 ,

this gives us

ˆ
B1

γ(u0(y))∇φ(y) dy = −
ˆ
B1

γ′(u0(y))φ(y)a(x0) dy .

Integrating by parts, we finally obtain

[∇u(x0)− a(x0)]

ˆ
B1

γ′(u0(y))φ(y)dy = 0 ,

which implies a(x0) = ∇u(x0), as γ′ = 1 on the range of u0.

15



The Mumford-Shah Functional 2021-2022

It remains for us to show that u ∈ SBV (Ω). By the BV-chain rule, we can
write Dacψ(u) = ψ′(u)∇uλ for the absolutely continuous part of Dψ(u). From the
first part, we then arrive at the bound

|Dsψ(u)| ≤ ‖ψ‖θµ

for ψ ∈ W 1,∞(R) ∩ C1(R). Restricting to E := Ω \ Su, this yields

|ψ′(ũ)||Dcu| ≤ ‖ψ‖θµ E .

If we now set ψ1
ε (t) := sin(t/ε) and ψ2

ε (t) := cos(t/ε), then both functions belong
to W 1,∞(R) ∩ C1(R), and consequently

1

ε
|sin(ũ/ε)||Dcu| ≤ ‖ψ2

ε‖θµ E
1

ε
|cos(ũ/ε)||Dcu| ≤ ‖ψ1

ε‖θµ E .

Observing that |sin(t)|+ |cos(t)| ≥ 1 for any t ∈ R, we can write

|Dcu| ≤ ε
(
‖ψ1

ε‖θ + ‖ψ2
ε‖θ
)
µ E ,

where the right term vanishes in the limit ε ↓ 0 by the previous lemma. It follows
that |Dcu| = 0, and thus u ∈ SBV (Ω). QED

We now want to use this criterion to prove a closure property for SBV (Ω)
under certain assumptions. For this we still need a few additional results, which
we mention without proof.

Theorem 2.23. (Weak* compactness of Radon measures) Every bounded sequence
of finite radon measures (µk)k on a locally compact separable metric space X has
a weak-* convergent subsequence: if we have

sup
k≥1
|µk|(X) < +∞

then there exists a finite radon measure µ and a subsequence (µkn)n such that

µkn
∗
⇀ µ.

Theorem 2.24. (Dunford-Pettis) A bounded class of integrable functions F ⊂ L1

is uniformly integrable if and only if it is relatively weakly sequentially compact.

Theorem 2.25. (de la Vallée Poussin) A bounded family F ⊂ L1(X,µ) of inte-
grable functions on a finite measure space is uniformly integrable if and only if there

exists an increasing function φ : (0,+∞)→ (0,+∞) satisfying φ(t)/t
t→+∞−−−−→ +∞

such that

sup
f∈F

ˆ
X

φ(|f |)dµ < +∞ .
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Lemma 2.26. Let (µk)k ⊆M(X;Rn)be a sequence of Radon measures on a locally
compact separable metric space X locally weakly-* converging to µ. If the total
variation measures |µk| also converge locally weakly* to some positive measure ν,
then ν ≥ |µ|.

We are now ready for the first main result of this section.

Theorem 2.27 (Closure of SBV). Let Ω be an open and bounded subset of Rn,
and suppose φ : [0,+∞) → [0,+∞] and θ : (0,+∞) → (0,+∞] are lower semi-
continuous increasing functions satisfying

φ(t)

t

t→+∞−−−−→ +∞ θ(t)

t

t→0−−→ +∞ .

If (uk)k is a sequence in SBV (Ω) weakly-∗ converging in BV (Ω) to u, and

sup
k≥1

{ˆ
Ω

φ(‖∇uk‖) dx+

ˆ
Juk

θ(|u+
k − u

−
k |) dH

n−1

}
< +∞ , (3)

then u ∈ SBV (Ω). Moreover, up to a subsequence, we have weak convergence of
the approximate gradients ∇uk ⇀ ∇u, weak-* convergence of the jump parts of
the distributional derivative Djuk

∗
⇀ Dju and

ˆ
Ω

φ(‖∇u‖) dx ≤ lim inf
k→∞

ˆ
Ω

φ(‖∇uk‖) dx if φ is convex (4)
ˆ
Juk

θ(|u+ − u−|) dHn−1 ≤ lim inf
k→∞

ˆ
Ω

θ(|u+
k − u

−
k |) dH

n−1 if θ is concave . (5)

Proof. We will only prove the first claim; the interested reader may find the others
in [1]. Without loss of generality, we may assume that θ < +∞ everywhere;
otherwise we can simply consider the truncation θ ∧ 1. We have to verify that
u satisfies (2) in Theorem 2.22. To this end, we begin by showing that there
exists a ∈ L1(Ω) such that ψ′(uk)∇uk ⇀ ψ′(u)a in L1 for any Lipschitz function
ψ ∈ C1(R). Observing that (∇uk)k is bounded in L1,

sup
k≥1

ˆ
Ω

‖∇uk‖ dx ≤ sup
k≥1
|Duk|(Ω) ≤ sup

k≥1
‖uk‖BV (Ω) < +∞ ,

and that φ is asymptotically supralinear for t→ +∞, we can deduce from (3) and
Theorem 2.25 that (∇uk)k is uniformly integrable. It follows from Theorem 2.24
that (∇uk)k has subsequence which converges weakly to some a ∈ L1(Ω), which,
for simplicity, we shall not relabel. Now we write

ψ′(uk)∇uk = [(ψ′(uk)− ψ′(u))∇uk] + ψ′(u)∇uk ,

17
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and consider the term between brackets. We claim that this goes to 0 in L1. Fix
ε > 0, and denote the Lipschitz constant of ψ by K. By uniform integrability of
(∇uk)k, there exists δ > 0 such that

sup
k≥1

ˆ
E

‖∇uk‖ dx ≤ ε/4K

whenever λ(E) ≤ δ. From Theorem 2.3, we know that un
∗
⇀ u implies un → u

in L1(Ω), from which we can obtain un → u a.e. by pass to an (unrelabeled)
subsequence. The continuity of ψ′ then gives us ψ′(un) → ψ′(u) a.e., and we can
use Egorov’s theorem to obtain a measurable subset G ⊆ Ω such that λ(Ω\G) ≤ δ

and ψ′(uk)
L∞−−→ ψ′(u) on G. Now we can split the integral

ˆ
Ω

|ψ′(uk)− ψ′(u)|‖∇uk‖ dx

over G and its complement. For the first component, we use the uniform conver-
gence and the boundedness of the L1-norms of (∇uk)k to obtain

ˆ
G

|ψ′(uk)− ψ′(u)|‖∇uk‖ dx ≤ ‖ψ′(uk)− ψ′(u)‖∞ sup
k≥1

ˆ
G

‖∇uk‖ dx ,

and thus we have
´
G
|ψ′(uk) − ψ′(u)|‖∇uk‖ dx ≤ ε/2 for k sufficiently large. The

second component can be estimated by using the boundedness of ψ′ and the fact
that λ(Ω \G) ≤ δ:

ˆ
G

|ψ′(uk)− ψ′(u)|‖∇uk‖ dx ≤ 2K sup
k≥1

ˆ
G

‖∇uk‖ dx ≤ ε/2

Thus we may conclude

lim
k→∞

ˆ
Ω

ξψ′(uk)∇uk dx = lim
k→∞

ˆ
Ω

ξψ′(u)∇uk dx =

ˆ
Ω

ξψ′(u)a dx ,

for any ξ ∈ L∞(Ω).
Turning our attention to the distributional gradients Dψ(uk), we can use the

BV-chain rule to obtain the equiboundedness of this sequence:

sup
k≥1
|Dψ(uk)|(Ω) ≤ sup

k≥1

(ˆ
Ω

|ψ′(uk)∇uk| dx+

ˆ
Juk

|ψ(u+
k )− ψ(u−k )| dHn−1

)
≤ K sup

k≥1

ˆ
Ω

|∇uk| dx+ ‖ψ‖θ sup
k≥1

ˆ
Juk

θ(|u+
k − u

−
k |) dH

n−1

< +∞ .

18
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Using the L1 convergence of ψ(uk) to ψ(u), which follows from
ˆ
|ψ(uk)− ψ(u)| dx ≤ K

ˆ
|u− uk| dx

k→+∞−−−−→ 0 .

we can conclude from Theorem 2.3 that we have weak-* convergence of Dψ(uk) to
Dψ(u).

From the inclusion C0(Ω) ⊆ Cb(Ω) ⊆ L∞(Ω), it follows that the weak conver-
gence of ψ′(uk)∇uk to ψ′(u)a in L1 implies weak-* convergence of the corresponding
measures, hence:

Dψ(uk)− ψ′(uk)∇ukλ
∗
⇀ Dψ(u)− ψ′(u)∇uλ

Considering the total variations |Dψ(uk)−ψ′(uk)∇ukλ|, we can use Theorem 2.23
to find a weakly* converging subsequence (again keeping the same notation) with
limit a positive finite Radon measure σ. Now consider the expression

|Dψ(uk)− ψ′(uk)∇ukλ| ≤ ‖ψ‖θµk ,

with µk = θ(|u+
k − u

−
k |) as in Theorem 2.22. Using Theorem 2.4 (possibly passing

to a subsequence) to obtain a limit µ, and taking account of Lemma 2.26, we can
pass to the limit in the previous expression, yielding

|Dψ(u)− ψ′(u)∇uλ| ≤ σ ≤ ‖ψ‖θµ .

This finally shows, by Theorem 2.22, that u ∈ SBV (Ω). QED

Theorem 2.28 (Compactness of SBV). Under the same assumptions as Theorem
2.27, let (uk)k be a sequence in SBV (Ω) additionally satisfying uniform bound-
edness in k, i.e. there exists a constant L > 0 such that supk≥1‖uk‖∞ < L.
Then there exists a subsequence (ukn)n weakly-∗ converging in BV (Ω) to some
u ∈ SBV (Ω).

Proof. Writing M for supk≥1‖uk‖∞, we can find constants α ∈ R and β ∈ (0,+∞)
such that

φ(t) ≥ t+ α ∀t ∈ [0,+∞) θ(t) ≥ βt ∀t ∈ (0, 2M ] ,

which we can use to compute an uniform upper bound on the variations of uk:

|Duk|(Ω) =

ˆ
Ω

‖∇uk‖ dx+

ˆ
Juk

|u+
k − u

−
k | dH

n−1

≤
ˆ

Ω

φ(‖∇uk‖) dx− αλ(Ω) +
1

β

ˆ
Juk

θ(|u+
k − u

−
k |) dH

n−1 .
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Thus we can use Theorem 2.4 to extract a subsequence which converges in L1(Ω)
to some u ∈ BV (Ω). Furthermore, as Ω is bounded and ‖un‖∞ + |Dun|(Ω) are

uniformly bounded, it follows that u ∈ L∞(Ω), unk
k→∞−−−→ u in L1 and |Du|(Ω) <

+∞, and consequently u ∈ BV (Ω) and unk
∗
⇀ u. By Theorem 2.27, this implies

u ∈ SBV (Ω). QED

With these results in hand, we are finally ready to return to (1). First we
construct a weak formulation of the original problem by defining the auxiliary
functional

Ẽ(u) :=

ˆ
Ω

(u− g)2dx+

ˆ
Ω

‖∇u‖2 dx+H1(Su) (6)

on the larger space SBV (Ω), and show that this relaxed problem does indeed have
a solution.

Theorem 2.29. The functional (6) has a minimiser.

Proof. Without loss of generality, we may assume that all admissible candidates
belong to L∞(Ω). Indeed, suppose u were a minimiser of Ẽ and not bounded, and
consider the truncation

uM := (M ∨ u) ∧ −M

with M = ‖g‖∞. This function again belongs to SBV (Ω), and we have

ˆ
Ω

‖∇uM‖2 dx ≤
ˆ

Ω

‖∇u‖2 dx
ˆ

Ω

(uM − g)2 dx ≤
ˆ

Ω

(u− g)2 dx

Hn−1(SuM ) ≤ Hn−1(Su) ,

from which it follows that uM defeats u, contradicting our initial assumption. Now
consider a minimising sequence (un)n for Ẽ. We will apply the direct method of
the calculus of variations (Theorem 1.1) to obtain a minimiser from it. From the
previous inequalities, it follows that

inf
v∈V

Ẽ(v) ≤ Ẽ(uMn ) ≤ Ẽ(un) ,

and we may conclude that (uMn )n is again a minimising sequence, uniformly bounded
by ‖g‖∞. We may then apply Theorem 2.28 with the θ(t) = 1 (a concave func-
tion) and φ(t) = t2 (a convex function) to obtain a subsequence (ukn)n converging
weakly-* to some u∗ ∈ SBV (Ω). From functional analysis, it is known that the
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L2-norm is weakly lower semicontinuous, and we can combine this with latter part
of Theorem 2.27 to write

Ẽ(u∗) =

ˆ
Ω

(u∗ − g)2 dx+

ˆ
Ω

‖∇u∗‖2 dx+Hn−1(Su∗)

≤ lim inf
n→∞

ˆ
Ω

(ukn − g)2 dx+

ˆ
Ω

‖∇ukn‖2 dx+Hn−1(Sukn )

= lim inf
n→∞

Ẽ(ukn) ,

showing that u∗ is a minimiser, as desired. QED

Of course, this result is not yet satisfactory, as we want u to satisfy the original
constraints. Furthermore, it is not immediately clear what set corresponds to K
in this weak formulation. The next section will be concerned with these regularity
questions.

3 Regularity

We will develop the regularity theory for SBV-minimisers of the relaxed Mumford-
Shah functional in two parts. First, we show that for all admissible pairs (u,K)
of the original problem (1), the functions u belong to SBV (Ω). This guaran-
tees that SBV (Ω) extends the original space of admissible functions, so that
minu∈SBV (Ω) Ẽ(u) ≤ inf(u,K)∈AE(u,K). Then we will show that if u∗ is a min-
imiser of the relaxed problem (6), the pair (u, Su∗ belongs to the original set of
candidate solutions. From these results, it will then follow that minimisers of the
relaxed functional realise the infimum in the original problem, i.e

min
u∈SBV (Ω)

Ẽ(u) = inf
(u,K)∈A

E(u,K) .

We will need a few preliminaries first.

Theorem 3.1. For u, v ∈ BV (Ω) and E is a set of finite perimeter in Ω with
reduced boundary FE oriented by νE, define w := uIE + vIΩ\E. Then w again
belongs to BV (Ω) if and only if

ˆ
FE
|u+
FE − v

−
FE| dH

n−1 <∞ .

In that case, we can write

Dw = Du E1 + (u+
FE − v

−
FE)νEHn−1 FE +Dv E0 .
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Lemma 3.2. A function u ∈ BV (Ω) belong to SBV (Ω) if and only if Dsu is
concentrated on a Hn−1-σ-finite Borel set.

Lemma 3.3. Suppose Ω ∈ Rn is open and bounded and let K be a closed subset
of Ω such that Hn−1(K) < ∞. Then any function u : Ω −→ Rn which belongs to
W 1,1(Ω \K) ∩ L∞(Ω \K) belongs to SBV (Ω) as well and Hn−1(Su \K) < 0.

Proof. Recall that the d-dimensional Hausdorff measure of a set K ⊆ Rn can be
defined as follows:

Hd
δ(K) = inf

{
ωd
2d

∞∑
k=1

diam(Uk)

∣∣∣∣∣
∞⋃
k=1

Uk ⊇ K, diam(Uk) < δ

}
Hd(K) := lim

δ→0
Hd
δ(K) .

If Hn−1(K) <∞, we can therefore find, for any h ≥ 1, an open cover (Bh
ri

(xi))i∈Ih
of K such that ri ≤ 1

h
and∑

i∈In

ωn−1r
n−1
i =

∑
i∈In

ωn−1

2n−1
(2ri)

n−1 ≤ Hn−1(K) + 1 ,

from which, using the subadditivity of perimeter, we obtain

P (K,Ω) ≤
∑
i∈Ih

P (Bh
ri

(xi))

=
∑
i∈Ih

Hn−1(∂Bh
ri

(xi))

≤ nωn
ωn−1

(Hn−1(K) + 1) .

Now define the following sequence of functions:

uh(x) :=

{
u(x) if x ∈ Ω \ ∪i∈IhBh

ri
(xi)

0 otherwise .

Then we clearly have uh
L1

−→ u, and it follows from Theorem 3.1 that un ∈ BV (Ω)
and

|Dun|(Ω) ≤
ˆ

Ω\K
‖∇u‖ dx+ ‖u‖∞

nωn
ωn−1

(Hn−1(K) + 1) .

From lower semicontinuity of the total variation, it then follows that u ∈ BV (Ω).
Finally, we can use the fact that u ∈ W 1,1(Ω \K) combined with Lemma 3.2 to
conclude that u ∈ SBV (Ω). QED
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Theorem 3.4. If (u,K) is an admissible the Mumford-Shah problem (1), then
u ∈ SBV (Ω) and consequently

min
u∈SBV (Ω)

Ẽ(u) ≤ inf
(u,K)∈A

E(u,K) .

Proof. Without loss of generality, we may assume that H1(K) < ∞ and u ∈
W 1,2(Ω \K), as any function not satisfying these requirements can be defeated by
a constant function. Because Ω \K is a finite measure space, it then immediately
follows that u ∈ W 1,1(Ω \ K). We may further assume that u ∈ L∞(Ω \ K).
Indeed, if u is unbounded, we can use a smoothed version of the argument from
Theorem 2.29 to obtain a competitor which defeats it. Consider a function φ ∈
C1(R)∩L∞(R) which satisfies 0 ≤ φ′ ≤ 1 and φ(t) = t for |t| ≤ ‖g‖∞. Then φ ◦ u
will again belong to C1(Ω \K) ∩ L∞(Ω \K) and we have

ˆ
Ω

(φ ◦ u− g)2 dx ≤
ˆ

Ω

(u− g)2 dx
ˆ

Ω\K
‖∇(φ ◦ u)‖ dx =

ˆ
Ω\K
‖φ′(u)‖‖∇u‖ dx ≤

ˆ
Ω\K
‖∇u‖ dx ,

so that E(φ ◦ u,K) ≤ E(u,K). Hence we it follows that{
E(u,K)

∣∣ F ⊂ Ω closed , u ∈ C1(Ω \K)
}

=
{
E(u,K)

∣∣ F ⊂ Ω closed , u ∈ C1(Ω \K) ∩ L∞(Ω)
}
,

and we obtain from Lemma 3.3 that u ∈ SBV (Ω). QED

We are now ready to move on to the second part of the regularity theory,
which we will approach as follows. Given a minimiser u∗ of the relaxed problem,
we cannot not know a priori whether the corresponding singularity set Su∗ is
closed. Therefore, we will consider its closure instead, obtaining the pair (u∗, Su∗).
If we can show that u∗ has a representative which is continuous on Ω \ Su∗ , then
(u∗, Su∗) belongs to the set A of admissible pairs. It must then still be shown
that this modification does not increase the value of the functional. This is a deep
result which will not prove here; the interested reader is directed to the original
article [4] in which it was first discussed.

Theorem 3.5. If u∗ ∈ SBV (Ω) is a minimiser for the relaxed Mumford-Shah
problem (6), then u∗ ∈ C1(Ω\Su∗) and Hn−1(Su∗ \Su∗) = 0, i.e. Su∗ is essentially
closed. Consequently,

inf
(u,K)∈A

E(u,K) ≤ min
u∈SBV (Ω)

Ẽ(u) .
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Proof. Let x be any point in Ω \ Su∗ and consider an open ball Br(x) ⊂ Ω \ Su∗ .
Then we have u∗ ∈ W 1,2(Br(x)), and moreover u∗ minimises the problem

u∗ = argmin

{ˆ
Br(x)

|∇v|2 dx+

ˆ
Br(x)

(v − g)2 dx

∣∣∣∣ v ∈ u∗ +W 1,2
0 (Br(x))

}
,

from which it follows, by the standard techniques of variational calculus, that u∗

is a weak solution for the Dirichlet problem{
−∆v + v = g in Br(x)

v = u∗ on ∂Br(x) ,

where the appropriate restrictions are assumed but suppressed for notational clar-
ity. Arguing as in the previous theorem, we may assume v ∈ L∞(Ω) and can thus
rewrite the first equation as

δv = v − g =: f ,

with f ∈ L∞(Ω). As the fundamental solution of the Laplace operator is known
to be given by

∆

(
1

2π
log(‖x‖)

)
= δ(x)

we can obtain a solution to this equation through the convolution

F (y) =
1

2π

ˆ
Br(x)

f(z) log(‖y − z‖) dz .

For every fixed y ∈ Br(x), the mapping z 7→ f(z) log(|y − z|) is in L1(Br(x)) by
virtue of the boundedness of f and the compactness of the domain of integration.
Differentiating under the integral sign, we thus obtain

∂F

∂yi
(y) =

ˆ
Br(x)

g(z)
yi

‖y − z‖
dz ,

from which is follows that F ∈ C1(Br(x)). If v is any other solution, it holds
that ∆(F − v) = 0 so that F − v lies in the kernel C∞(Br(x)) of the Laplace
operator. Consequently, v ∈ C1(Br(x)) and the combination of these local results
yields u∗ ∈ C1(Ω \ Su∗).

Finally, it can be shown that H1(Su∗ \ Su∗) = 0, from which it follows that

min
u∈SBV (Ω)

Ẽ(u∗) = inf
(u,K)∈A

E(u∗, Su∗) ,

demonstrating that (u∗, Su∗) ∈ A minimisation the original Mumford-Shah prob-
lem. QED
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